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RESUMO
A Inteligéncia Artificial (IA) e os algoritmos compdem uma tecnologia de aprendizado

avancado que participa cada vez mais do cotidiano das pessoas, seja hos espacos digitais,
no uso de aplicativos, no gerenciamento de e-mails ou em servicos online. Sua
popularidade baseia-se na promessa de tornar a execucdo de tarefas e a resolucdo de
problemas mais rapidas, baratas e eficientes. Contudo, sua atuagdo na vida das pessoas
motivou uma preocupagao nao somente sobre como os dados sao coletados, mas também
quais sao as consequéncias ocasionadas aos individuos que sdo submetidos a sua analise.
Em destaque, a discriminacado no algoritmo. Destarte, o presente artigo possui 0 escopo de
analisar as ocorréncias desse fenbmeno e como ele afeta o principio da dignidade da
pessoa humana, em especial aos seus elementos constitutivos: respeito, autonomia e
autodeterminacdo. Para isso, adota-se uma pesquisa qualitativa, de carater
exploratorio-dedutivo, que utiliza reportagens que abordam casos exemplificativos
relevantes ao tema, legislacao, livros e artigos cientificos interdisciplinares como fontes
bibliograficas. Identificou-se que a tecnologia ndo possui neutralidade e que a pratica da

generalizacdo no tratamento das informacdes pode implicar resultados indignos, sujeitando
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humanos a condicao de objetos. Sua capa ldogica alimenta uma imagem equivocada de
inquestionabilidade que incentiva a abdicacdo da autonomia individual. E, em meio as
representacdes danosas, negativas de oportunidades, exclusdes de servigos e obstaculos
ao acesso a justica concreta, a autodeterminacao ¢é ferida. Assim, torna-se indispensavel a
consideracdo da dignidade humana na idealizagdo e desenvolvimento de solugdes de IA, a
ser aplicada por instituicoes privadas, publicas e profissionais de tecnologia.

Palavras-chave: Inteligéncia Artificial; Autonomia; Instrumentalizacdo do individuo; Etica

tecnoldgica.

ALGORITHMIC DISCRIMINATION AND HUMAN
DIGNITY: THE IMPACT ON RESPECT, AUTONOMY
AND SELF-DETERMINATION

ABSTRACT

Artificial Intelligence (Al) and algorithms constitute an advanced learning technology that is
increasingly integrated into daily life, whether in digital Spaces, through the use of
applications, e-mail management, or online services. Its popularity is rooted in the promise
of making task execution and problem-solving faster, more cost-effective and efficient.
However, its influence on people’s lives has raised concerns regarding not only how data is
collected but also the consequences for individuals subjected to its analysis. Of particular
note is the occurrence of algorithmic discrimination. Therefore, this article aims to analyze
the occurrences of this phenomenon and how it affects the principle of human dignity,
specifically its constitutive elements: respect, autonomy and self-determination. To this end,
a qualitative research approach is adopted, characterized as exploratory-deductive, utilizing
reports of exemplary cases relevant to the topic, legislation, books, and interdisciplinary
scientific articles as bibliographic sources. It was identified that technology is not neutral,

and the practice of generalization in information processing can result in indignities,
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reducing humans to the status of objects. Ilts logical facade fuels a misguided image of
unquestionability that encourages the abdication of individual autonomy. Also, amidst
harmful representations, the denial of opportunities, exclusion from services and barriers to
substantive justice, human self-determination is undermined. Consequently, the
consideration of human dignity becomes indispensable in the design and development of
Al-driven solutions, to be applied by private and public institutions, as well as technology
professionals.

Keywords: Artificial Intelligence; Autonomy; Instrumentalization of the individual,

Technology ethics.

INTRODUCAO

As pessoas estdo constantemente interagindo com modelos de Inteligéncia
Artificial e algoritmos, seja em computadores ou nos smartphones, em espacos online,
como plataformas de midias sociais, ou no uso de assistentes virtuais, modelos
conversacionais, como o ChatGPT, aplicativos para gerenciamento de agenda, e-mails e
servicos de streaming de musicas, filmes e séries. Sao tecnologias de aprendizado
avancado e de continuo desenvolvimento que alcancaram popularidade sob a promessa de
tornar o exercicio de tarefas e a resolugéo de problemas mais rapidos, baratos e eficientes,
especialmente por meio da automatizagdo.

Logo, o mercado produziu opgdes de sistemas com algoritmos que podem tanto
ser anexados a servicos e espacos digitais quanto se tornar ferramentas de apoio de
previsdao e decisdo. Os primeiros sao munidos da capacidade de identificar interesses,
desejos, opinides e informacdes pessoais de seus usuarios para o oferecimento da
personalizacdo de experiéncias. Os segundos possuem as fungdes de analise de conjuntos
de dados e auxilio na solugdo de problemas.

Surge, em seguida, uma preocupagao nao somente pelo modo como as
informagcoes das pessoas sdo recolhidas, mas também pelas consequéncias que o seu
tratamento ocasiona. Modelos, especialmente quando verdadeiras representacbes de

caixas-pretas, vém provocando, durante os anos, a possibilidade de processamentos de
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informagcao manifestarem discriminagdo. Um problema que nao pode ser ignorado. E, como
contraposicdo a esse tipo de resultado, o qual reduz o valor das pessoas, ressalta-se o
principio da dignidade da pessoa humana.

Dessa forma, busca-se analisar, no presente artigo, as ocorréncias de
discriminacdo promovidas pelo algoritmo e como esse fenbmeno afeta os elementos
constitutivos da ideia de dignidade, devida a todos os seres humanos que utilizam ou séo
submetidos ao julgamento de modelos de Inteligéncia Artificial. A reflexdo colaborara para
confirmar a importancia de cultivar a presenga do principio, reconhecido internacionalmente
e por Constituicdes internas, nas relagées dos humanos com a tecnologia mais recente.

Para tanto, adota-se uma pesquisa qualitativa, de carater exploratdrio-dedutivo,
que utiliza reportagens, reunindo exemplos ilustrativos sobre o tema, legislacéo, livros e
artigos cientificos interdisciplinares como fontes bibliograficas. Salienta-se que, em procura
de pesquisas cientificas que identificassem e avaliassem casos concretos de discriminacao
por meio do algoritmo, foram consultadas as bases de dados SciELO, usando a
combinacao dos termos “Inteligéncia Artificial” AND “viés racial” e “Inteligéncia Artificial”
AND “Direito”; e o Portal de Periddicos CAPES, com o termo “Riscanvi”’, bem como
utilizou-se o método de candeia de referéncias retrospectiva para enriquecer a apreciagcao
sobre a problematica.

Primeiramente, apresenta-se um entendimento basilar sobre a concepcao de
dignidade da pessoa humana, com a especial contribuicdo de doutrinadores do Direito,
para, em seguida, averiguar se a discriminagdo, como manifestacdo da acao do algoritmo,
constitui um meio de desumanizagao diante da pratica da generalizacdo danosa. Apos,
procede-se a analise de como ela afeta os elementos da obrigacdo do respeito, da

autonomia e da autodeterminagao dos individuos.

1. A DIGNIDADE DA PESSOA HUMANA
A ideia de dignidade da pessoa humana alcangou destacada representagcdo em

ordenamentos juridicos do mundo no periodo subsequente ao fim da Segunda Guerra
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Mundial, este marcado pela crise do positivismo juridico essencialmente formalista e
indiferente a valores éticos, que oportunizou o uso da lei como justificativa de defesa para o
cometimento de atos nazifascistas violentos (Piovesan, 2021). A resposta foi tornar a
dignidade um pressuposto para a garantia da justica humana, a qual se manifesta no Direito
(Rocha, 2009).

De um lado, ocorreu uma movimentacdo da comunidade internacional em reunir
um conjunto de valores comuns, reconhecendo a existéncia de direitos inerentes a toda
pessoa humana (Reis, 2023), que nasce livre e igual em dignidade. Emergiu o Direito
Internacional dos Direitos Humanos, fundamentado nesse conceito. Paralelamente, no
ambito interno dos Textos Constitucionais ocidentais, procurou-se a inclusao de pardmetros
éticos por meio do reconhecimento da forga axiolégica dos principios, reservando especial
atencao a dignidade (Piovesan, 2021).

No Brasil, a dignidade da pessoa humana foi expressamente elencada como
fundamento do Estado Democratico de Direito na Constituicao da Republica Federativa de
1988, concedendo-lhe o titulo de principio fundamental, em seu art. 1°, inc. lll (Brasil, 1988).
Uma posicdo inovadora no ordenamento juridico brasileiro que reconheceu, conforme
pontua Sarlet (2011), uma dimensao de liberdade ao ser humano, o qual ndo pode ser
considerado um mero objeto para a atividade estatal, mas sim a sua finalidade.
Demonstra-se, como principio juridico, uma natureza dual que abrange tanto uma face
negativa, impondo limites ao poder estatal, quanto uma face positiva-prestacional, ao
estipular que cabe ao Estado o dever de ativamente proteger, promover e concretizar uma
vida digna aos seus cidadaos.

Em movimento de contraposicdo a ideologia nazista de categorizar, inferiorizar e
subjugar humanos a fins degradantes (Rocha, 2009), instituiu-se a dignidade como um valor
intrinseco a toda e qualquer pessoa, o qual compreende o elemento da autodeterminacéo
consciente e responsavel sobre a propria vida e implica a pretensao do respeito mutuo
entre pessoas. Seu objetivo é garantir o minimo de estima que toda pessoa merece diante
de sua condicdo de ser humano, detentor do direito de ser feliz (Moraes, 2023). Uma

qualidade, destaca-se, de carater incondicional, diante da inexisténcia de condicao capaz
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de provocar a perde de seu valor, e incomparavel, pois o seu valor se sobrepde a todos os
outros valores e a eles ndo se sujeita (Formosa, 2017).

O valor intrinseco interpreta-se em duas dimensdes: como elemento ontoldgico da
dignidade e como fundamento de direitos fundamentais. O primeiro, de natureza filoséfica,
refere-se ao reconhecimento da natureza especial da pessoa (Barroso, 2022).
Diferentemente das coisas, ela é possuidora de dignidade e, por isso, ha a
indispensabilidade de considera-la como um fim em si mesma e nunca como meio para fins
de outrem (Carvalho, 2017). O segundo aplica-se no incentivo, por exemplo, ao direito a
igualdade. Compreende-se que, por serem dotadas de mesmo valor, as pessoas nao
podem sofrer discriminagcdes arbitrarias € merecem ser reconhecidas tanto em suas
particularidades quanto como representantes de grupos sociais minoritarios (Barroso,
2022).

Outrossim, a autonomia, como elemento ético da dignidade, engloba a
autodeterminacdo, ou seja, a capacidade de cada pessoa desenvolver a sua personalidade
(Barroso, 2022) e conceder sentido a sua vida, independente de forcas externas, sejam elas
de carater benevolente ou paternalista. Destarte, nenhuma figura de autoridade possui o
direito de constranger uma pessoa a se tornar um instrumento de alcance de algum
resultado (Carvalho, 2017).

Acrescenta a Ministra do Supremo Tribunal Federal, Carmen Lucia (2009), que a
dignidade da pessoa humana se tornou matriz do direito contemporaneo e possui uma
acepcao que nao se limita ao fisico, fundamentando-se na integridade e inviolabilidade do
ser humano em dimensoes existenciais. Tal conceito é essencial para sistemas juridicos que
procuram acalentar direitos fundamentais e combater a desumanizacdo movida por
tecnologias que fazem parte de uma politica mercadolégica canibal, a qual provoca a

exclusdo justamente porque a inclusdo social ndo garante a producdo de lucro.

2. DISCRIMINAGAO NO ALGORITMO: DA GENERALIZAGAO A DESUMANIZACAO
Para atender a demanda de recomendacao de conteudo multimidia em servigcos de

streaming, geracdo de imagem, atendimento ao cliente, escolha de candidatos para uma
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vaga de emprego ou monitoramento para avaliacdo de performance em esportes, dentre
outras fungdes relacionadas a sua aptiddo em calcular previsdes e aconselhar decisdes,
modelos de IA e seus algoritmos sdo habitualmente projetados para analisar uma grande
quantidade de informacdes e simplifica-las para gerar a resposta desejada da forma mais
eficiente possivel.

Para isso, o0 algoritmo atua como um conjunto de instrugdes que municia um passo
a passo para a resolucdo de problemas, de cunho légico e matematico (Eysenck, M;
Eysenck, C., 2023), o qual precisara de uma selecao de variaveis. Por exemplo, se o
objetivo é que o modelo identifique um cavalo, sera necessaria a rotulacdo das
caracteristicas basicas do animal. Contudo, se, ao invés de definir o que € um cavalo,
precisassemos que a maquina identificasse e distinguisse rostos masculinos de rostos
femininos? A tarefa torna-se mais complicada e pode ser afetada por perspectivas
pessoais, conscientes ou nao (Taulli, 2020).

Com o aperfeicoamento da técnica de aprendizagem, o deep learning, também
conhecido como aprendizado profundo, se tornou a vanguarda da Inteligéncia Artificial. A
partir dele, os modelos comegcaram a processar uma massiva quantidade de dados e
adquiriram a capacidade de identificar os recursos nos dados, pixel por pixel, fazendo as
relacdes necessarias e interpretando padrbes que os seres humanos muitas vezes nao
possuem capacidade de detectar (Taulli, 2020). No entanto, essa abordagem requer um
treinamento mais extenso para apresentar niveis de desempenho elevados (Eysenck, M;
Eysenck, C., 2023).

Godoy, Reyes e Urrutia (2024), membros diretivos da Associacdo de Etica em
Dados e Inteligéncia Artificial da Universidade do Chile, opinam que, ao realizar o
treinamento de uma IA, espera-se que ela demonstre 0 melhor desempenho na resolucao
de um problema de forma geral e ndo somente nos dados escolhidos para o treinamento. O
objetivo, assim, ndo é conseguir que a IA detecte a diferenca de um cavalo nas imagens
utilizadas para treina-la, mas que ela seja capaz de detectar a diferenca em imagens
externas, ndo participantes do treinamento, porque, desse modo, ela demonstra a

capacidade de generalizar.
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Nota-se que, mesmo que o avanco dos métodos de aprendizagem tenha permitido
uma crescente independéncia dos modelos, o cerne da garantia de sua eficiéncia
mantém-se na busca pela relagdo entre os dados. Uma competéncia de organizar as
informacgoes, relacionando-as e definindo conceitos gerais para facilitar a sua analise e
posterior conclusdo. No entanto, se a potencializagdo da IA com a Big Data e com a maior
capacidade geral dos componentes computacionais é capaz de gerar beneficios,
igualmente se apresenta a possibilidade de causar prejuizos.

Os modelos de |IA de recrutamento, por exemplo, receberam e continuam sendo
alvo de grande entusiasmo pelas empresas, especialmente as Big Techs (empresas de
grande impacto tecnolégico e comercial). No entanto, a IA da Amazon, criada em 2014 para
a automatizacido do processo, foi marcada pela desconsideragdo de candidatas apenas por
serem mulheres. O sistema, especificamente, considerou a palavra “mulher” como termo
negativo apds analisar os perfis contratados pela empresa nos ultimos dez anos, sendo
estes predominantemente masculinos (Dastin, 2018). Para Harari (2024), isso significa que o
algoritmo é capaz de assimilar a misoginia arraigada nas empresas, pois encontra padroes
preconceituosos em seus bancos de dados.

Em 2018, foi a vez da plataforma LinkedIn. A rede social corporativa precisou
corrigir o algoritmo utilizado no seu sistema de vagas de emprego, o qual demonstrou um
comportamento tendencioso. Embora o nome, idade, sexo e raga ndo estivessem incluidos
no algoritmo original, o aprendizado de maquina da |IA conseguiu detectar padroes de
comportamento por género e, no fim, indicou mais homens para as vagas abertas do que
mulheres (D'Almeida, 2021), inibindo a oferta igualitaria de oportunidades.

Frermann et al. (2023), contribuiram para essa reflexdo ao confirmarem em sua
pesquisa que algoritmos podem identificar o género inclusive em uma anadlise cega de
curriculo e realizar previsbes acerca da qualidade do candidato. Ainda, descobriram que,
mesmo tentando impedir o resultado discriminatério pelo ChatGPT, modelo de IA
generativa, ele ocorreu na identificagdo da condicdo de mae das candidatas. Os curriculos
femininos, afinal, possuem maior probabilidade de apresentar lacunas temporais em razao

da licenga maternidade.
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Conforme pontua Cathy O’Neil (2020), conceder a maquina o papel de analisar
milhares de curriculos e selecionar os melhores candidatos pode transparecer,
primeiramente, uma boa solugcdo diante da economia de tempo e de uma suposta
imparcialidade e objetividade do modelo, pois o processo nao envolveria um humano capaz
de ser preconceituoso. N&o obstante, deve-se atentar ao fato que as aplicagbes
matematicas que sustentam o funcionamento de qualquer modelo sao criadas e
influenciadas previamente pelas escolhas de humanos. E humanos podem falhar.

As escolhas sobre o cargo que se objetiva preencher, quais sdo os dados que
serao utilizados, quais informacdes terao um peso maior na avaliacdo do curriculo, dentre
outras, sdo realizadas previamente por um humano para a posterior aplicagao pelo modelo.
Escolhas que podem conter percepgdes particulares, equivocos ou vieses humanos que
serdo embutidos no sistema de software (O’Neil, 2020). Sdo elementos que participardo da
programagao desse sistema e impactardo as saidas da avaliagdo do modelo.

Como o caso explicitado por Cathy O’Neil (2020) sobre o sistema de previsdo de
crimes PredPol, o qual baseia-se na localizagcao geografica dos crimes. A ideia de usar o
modelo para auxiliar na seguranga publica ndo &, em si, um demonstrativo de ma intencao,
mas a escolha de expandir a abrangéncia dos crimes, de violentos aos de menor grau,
direcionou a presenca policial para bairros empobrecidos, com a maioria dos moradores
sendo negros e hispanicos. O que, entdo, culminou em um maior numero de abordagens
dessas populagcdes e uma maior pontuagcdo a essas regides. Ocorrendo o que a
pesquisadora definiu como ciclo nocivo de feedback, no qual a propria policia auxilia na
producdo de dados que justificam o retorno continuo a essas areas e aumentam as
chances de prisbes dos moradores. No fim, ao designar o algoritmo sem considerar a
segregacao urbana ja historicamente existente, permitiu-se a sua reafirmacao danosa.

Outrossim, destaca-se a escolha sobre as bases de dados usadas para o
treinamento dos modelos. No caso de modelos de analise facial, por exemplo, se
escolhidas bases que possuem em sua maioria imagens representando pessoas brancas
caucasianas, enquanto sdo desfalcadas de boas representacdes que englobem diferentes
nacionalidades, grupos étnico-raciais ou género, o aprendizado estara prejudicado e

significara, posteriormente, um acumulo de erros no reconhecimento de pessoas nao
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caucasianas. O teste feito pelo Instituto Nacional de Padrées e Tecnologia (NIST, na sigla
em inglés), comprovou essa ocorréncia, detectando em programas feitos nos Estados
Unidos uma taxa de erro entre 10 e 100 vezes na identificacdo de um asiatico ou um
afro-americano em comparacao a um caucasiano. Ja quando os projetos foram feitos na
Asia, a frequéncia dos falsos positivos se destacou mais na avaliagdo de pessoas
caucasianas do que asiaticas (Rivera, 2025). E incontestavel, a diversidade nos bancos de
dados também é importante.

Ante o exposto, observa-se que nao € possivel afirmar que a tecnologia € neutra
(Noble, 2018; Odle et al., 2025), pois sdo criadas, por meio dos algoritmos, versoes do
mundo real (Callejon, 2023) simplificadas e cabiveis de leitura por operagées matematicas e
estatisticas. Nesse sentido, a generalizagdo ou a criagdo de perfis podem compor o meio
possivel para a andlise dos massivos conjuntos de informagdes e para a transferéncia da
linguagem do mundo real para a das maquinas, no entanto, suas versdes sdo influenciadas
por ideologias, desejos e interesses humanos, de maneira consciente ou inconsciente.
Inclusive, pela escolha das bases de dados para treinamento dos modelos.

Na opinido de Tarcizio Silva (2022), quando os algoritmos intercedem de forma a
incluir ou excluir pessoas e afetam o seu valor frente aos objetos e ao capital, mantendo
verdadeiras relagbes de poder em prol de poucos e criando impactos sociais negativos,
eles extrapolam a sua fungéo basica de linhas de codigo. Possibilitando, dessa forma, que a
estratificacdo social historicamente construida, impregnada com injusticas (O’Neil, 2020), se
torne componente das arquiteturas e linguagens tecnoldgicas (Noble, 2018) e, por elas,
redistribuida. Cria-se, a partir disso, a oportunidade para que a discriminagao negativa,
caracterizada pelos tratamentos distintos que desconsideram grupos de pessoas em razao
de premissas irrazoaveis ou ilegitimas e pela assimilacdo de conceitos culturais dominantes
(Barroso, 2022), seja reafirmada e fortalecida pelas dimensbes automatizadoras dos
algoritmos. Odle et al. (2025) denominam esse fendmeno de viés algoritmico.

Outrossim, a problematica de manutencdo de um status quo desigual, o qual
privilegia alguns enquanto desumaniza outros, adquire maior gravidade ao se considerar
que os modelos de IA sao, em sua maioria, uma caixa-preta. Ou seja, os pressupostos de

funcionamento ou as regras contidas nos modelos sdo mantidos propositalmente em
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segredo, sob a justificativa de que o algoritmo € um “molho secreto” de propriedade
privada (O’Neil, 2020) ou possui uma complexidade que impossibilita a prestacdo de contas
e o entendimento pelas pessoas (Harari, 2024). E, uma vez que as pessoas nao possuem
acesso as razdes ou nao conseguem compreender todos os elementos que direcionaram
ao tratamento que receberam, mesmo ao sentirem que foi injusto, terdo dificuldades para

contesta-lo.

2.1 Do comprometimento do respeito

Recentemente, em uma analise de seis diferentes modelos de IA Generativa, Assis
e Moura (2025), relataram que, ao digitar prompts ou comandos para a busca de imagens
de homens negros trabalhando, 75% geraram representacdes relacionadas a alguma
atividade laboral bragal ou manual, sendo que 37,5% traziam os homens trajando um
avental. Ao especificarem ainda mais o pedido, solicitando a imagem de um homem negro
brasileiro trabalhando, obtiveram um resultado de 100% das imagens referenciando
atividades bracais. Na opiniao dos autores, o resultado reforcou a reproducdao de
esteredtipos historicos de serviddo e subalternidade. Por sua vez, Alenichev et al. (2023)
demonstraram que o modelo Midjourney Bot Versdo 5.1 foi incapaz de criar imagens do
conjunto descritivo “médicos negros africanos e pacientes criangas brancas”.

Nesse diapasdo, em estudo sobre esses tipos de ferramentas, Moura e Braga
(2023) constataram uma sexualizacdo do corpo feminino ao pesquisarem a geracao de
imagens de mulheres brancas e negras com deficiéncia. Em 52 imagens, 36% evidenciaram
partes do corpo como seios, busto ou quadril. Em relagdo as mulheres negras, o resultado
apresentou figuras mais sensualizadas em mais que o dobro em comparagao as mulheres
brancas. Ainda, os modelos demonstraram dificuldades em criar uma imagem que
corresponda a uma pessoa com deficiéncia em 90% do total gerado.

Salienta-se, nos casos em amostra, que as conclusdes da analise algoritmica
demonstraram na reproducado de certos grupos sociais, em diferentes graus, a percepcao
de terceiros sobre eles. Da invisibilidade a hipervisibilidade, a representacédo desses grupos

por meio das ferramentas tecnoldgicas baseou-se tdo somente nos interesses de pessoas
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que nao compdem esses determinados grupos. Conforme pontua Carrera (2020), em seu
estudo sobre o sexismo e racismo em bancos de imagens digitais, nega-se para algumas
pessoas as representagoes da vivéncia da felicidade, riqueza, sucesso e beleza enquanto,
para outras, ndo se reconhece sequer a sua existéncia fora de certos parametros.

Um problema, inclusive, denunciado por Safiya Noble (2018) a época de sua
analise critica sobre os sistemas de classificacdo, o mecanismo comercial de busca do
Google e a correlacao entre black girls (ou garotas negras) e pornografia. Em sua pesquisa,
ela argumenta que, movido pelo olhar ideoldgico patriarcal branco e pelo interesse do
capital, o sistema de propagandas tornou comum o referenciamento em destaque de
mulheres e meninas negras para atender o consumo de pornd fetichista. Tal dindmica
incentiva um direcionamento de pensamento que reforgca sub-representacées danosas a
propria concepcao de identidade dessas mulheres.

Ora, ao realizar uma busca, a mensagem entregue a essas meninas € que 0 seu
corpo e 0 seu ser sao uma mercadoria, passiveis de descarte. O maior risco dessa
instrumentalizacdo imposta sobre elas consiste no ataque a sua relacdo com o seu proprio
eu (Rivera, 2025) ao ponto de fazé-las acreditar nessa mensagem. Uma deturpacdo da
imagem do ser que, inclusive, limita a possibilidade de darem sentido as suas vidas, sob o
pretexto da utilidade que possuem para outras pessoas.

Do mesmo modo, quando os grandes modelos de linguagem, que sustentam as
plataformas de IA generativa, causam uma hiperexposicdo de respostas que descrevem
mulheres como trabalhadoras domésticas e ligadas ao lar familiar enquanto homens sao
associados a “negécios” e “carreira”. Um esteredtipo de género limitador que persiste em
determinar papéis tradicionais que privilegiam homens (UNESCO, 2024). Adicionalmente,
cita-se o FaceApp, um aplicativo famoso em criar figuras envelhecidas de rostos, utilizado
para a edicdo de fotos, que alterou a cor da pele dos usuarios para torna-los mais
semelhantes ao imaginario social de beleza europeia (Gnipper, 2017), reforcando uma
percepcgédo originada no processo histérico de colonizagao e subjugacdo de culturas (Silva,
2022).

Essas sdo amostras exemplificativas reais que elucidam a associacao de certas

carateristicas ou funcdes a especificos grupos, formando um conceito geral deles, mas de
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uma maneira que os distingue desfavoravelmente de outras pessoas. Estas ultimas, em
comparacao, recebem um tratamento que as eleva a um arquétipo do que seria 0 normal ou
o padrao aceitavel. Trata-se de um constructo de visdo binaria de superior e inferior que
desmerece aspectos identitarios de individuos, promovendo esteredtipos, com
generalizagcdes improprias, que marginalizam culturalmente pessoas para legitimar arranjos
sociais desequilibrados (Silva, 2022).

Assim, ao desconsiderar as individualidades das pessoas, agrupando-as em
nocdes exclusivamente benéficas para um terceiro e ndo para elas, os modelos as rebaixam
a meros objetos de satisfacdo de outrem. Enquanto a producdo de modelos e o design de
algoritmos focarem em publicos-alvo especificos e sujeitarem os demais a consideragao ou
desconsideracao baseada em parametros de utilidade, rejeita-se o minimo de respeito que

cabe a todo ser humano, que ndo deve ser precificado.

3.2 Do dano a autodeterminacao e a autonomia

Sistemas algoritmicos cada vez mais participam de processos de decisfes,
especialmente sistemas automatizados. Para Diaz e Liberal (2024), se esse algoritmo for
capaz de se antecipar e direcionar a decisdo humana, ele adquire um carater paternalista. E
sua presenca pode refletir inconscientemente na crenca de que a IA possui uma melhor
capacidade de emitir decisbes racionais e desprovidas de vieses do que humanos.
Impulsionando, por consequéncia, a delegacao da capacidade de decisdo as maquinas,
mesmo sob o risco de reduzir a autonomia humana. Um fenémeno conhecido como palavra
de maquina ou word-of-machine effect.

Observa-se o caso de sistemas de suporte que avaliam riscos de reincidéncia
criminal como o Correctional Offender Management Profiling for Alternative Sanctions
(COMPAS) ou Perfil de Gestédo de Delinquentes Correcionais para Sancdes Alternativas. O
sistema de |IA em questdo apontava 45% mais chances de réus negros obterem
pontuagcdes mais altas de risco quando comparados com réus brancos que possuiam

caracteristicas semelhantes, conforme estudo independente da corporacdo ProPublica
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(Larson; Angwin, 2016). Para Loomis, isso significou uma pontuacdo de alto risco e
influenciou uma condenacéao de oito anos e seis meses de prisdo (Angwin et al., 2016).

Os algoritmos do COMPAS fundamentaram o resultado probabilistico em bases de
dados sobre pessoas que antecederam Loomis e das quais ele ndo tinha meios de ter
ciéncia sobre quem eram (Rivera, 2025), mas foi o suficiente para um juiz sentenciar uma
maior limitagcao a sua liberdade. Mesmo o sistema sendo opaco, confiou-se na palavra de
maquina e deixou-se de realizar uma analise qualitativa da situacao individual do réu.

Em experiéncia semelhante, mas incorporando a participacdo de profissionais
supervisores no processo, cita-se o RisCanvi, utilizado na administracdo prisional da
Catalunha. Descobriu-se que a sua aparéncia de cientificidade, além da impossibilidade de
conhecer o funcionamento do algoritmo, criou uma camada de incontestabilidade sobre o
programa. De um lado, prejudicou-se a correcdo de erros e o direito de defesa frente a
injusticas, principalmente ao considerar que o seu uso é omitido as pessoas privadas de
liberdade (Aréstegui, 2023). De outro, os supervisores convencidos da suposta objetividade
e neutralidade do sistema, em sua maioria de 96,8%, limitavam-se a validar a avaliagao do
algoritmo, deixando de emitir de forma explicita os seus préprios juizos de valor. O grau de
autonomia humana, dentro desse ciclo, torna-se claramente questionavel (Diaz; Liberal,
2024).

Acrescenta Arostegui (2023) que essa centralizacdo de poder na combinacéo
algoritmica implica a concepgao da pessoa privada de liberdade como uma fonte de perigo
que deve ser estudada, classificada e controlada. Um tratamento que mais a aproxima da
condicdo de coisa do que uma pessoa de direitos. A IA, dessa forma, fomenta uma forma
de justica preditiva que cria perfis pessoais discriminadores, os quais podem ser
alimentados pelo preconceito do programador do algoritmo, consciente disso ou nao,
assim como por fatores estaticos como o histérico criminal dos réus (Pedroso; Santos,
2024).

Ha de se destacar que, ao se preterir o critério humano em favor de algoritmos de
recomendacgdes ou predicdes (Diaz; Liberal, 2024), sob uma equivocada percepgao de que
a tecnologia necessariamente acarreta a neutralidade, minou-se a autonomia humana em

papéis essenciais de decisdo, sem, contudo, evitar a producdo de resultados
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discriminatorios. Frente a isso, € importante compreender que os modelos podem ser
“opinides embutidas em matematica” (O’Neil, 2020, p. 22) e, portanto, ndo é recomendavel
ceder ao pensamento de que algoritmos sempre acertardo em seus resultados, tampouco
de que é preferivel substituir completamente a andlise humana.

Sob essa perspectiva, ressalta-se que as decisdes automatizadas, nao
devidamente justificadas, podem afetar ainda a independéncia das pessoas sujeitas a
avaliacao algoritmica, as quais nao receberdao oportunidades de forma igualitaria. Pelo
contrario, terdo acesso a um numero reduzido de opg¢des, prejudicando a sua liberdade de
decisao sobre as suas proprias vidas.

Um processo de contratacdo, exemplifica-se, pode utilizar uma tecnologia de
analise emocional e atribuir mais emocdes de teor negativo aos sorrisos de homens negros
em comparagao a homens brancos. A consequéncia, além de causar um dano
representacional, € o aumento das chances de profissionais de cor serem rejeitados nas
entrevistas (Zwart, 2024). Enquanto a prestacdo de um servigo publico, como o de emissao
de passaporte, pode ser prejudicada frente a um sistema que possui dificuldades em
reconhecer fotografias dependendo da cor da pele e do género (Ahmed, 2020).

Nesse sentido, sistemas de reconhecimento facial que cometem falsos positivos,
preferencialmente de pessoas ndao caucasianas, incentivam o risco de acusagoes € prisoes
injustas de pessoas inocentes, o que ja ocorreu: Nijeer Parks foi identificado
equivocadamente em 2021 como sendo o autor de um furto de loja (Sarlin, 2021); Thais
Santos, auxiliar administrativa, foi considerada fugitiva duas vezes em um mesmo evento
(Santiago, 2023); Shaun Thompson foi confundido por um homem procurado e detido até a
apresentacado do seu passaporte (Clayton, 2024); a prisdo de Robert Williams em 2020 pela
Policia de Detroit acarretou um processo judicial que se encerrou em 2024 com um acordo
de restricdo do uso da tecnologia de reconhecimento facial pela policia (American Civil
Liberties Union, 2024).

Outro exemplo interessante a apresentar € o caso do modelo de apoio a decisao
sobre saude denominado Optum, o qual empregou os custos de tratamentos médicos
como parametro de avaliagdo e acarretou a exclusdo de pacientes negros. A ferramenta

concluiu que como era gasto menos dinheiro com pacientes negros, os quais possuiam os
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mesmos niveis de necessidade de tratamento de pacientes brancos, eles ficavam menos
doentes e, ao final, ndo recebiam a mesma qualificacdo para tratamento que o outro grupo.
Embora explicitamente ndo existisse uma regra para a identificagcéo racial, o resultado foi
uma discriminagao racial motivada por condicdes financeiras (Paul, 2019).

Sobre o topico, Tina Smith Nelson, advogada supervisora da American Association
of Retired Persons Legal Counsel for the Elderly (uma organizagdo sem fins lucrativos que
presta servicos gratuitos nas areas juridica e social para idosos nos Estados Unidos) ao
opinar sobre um sistema algoritmico que desconsiderou a dificuldade de mobilidade de
idosos e pessoas com deficiéncia, apontou como inquietante a acao de delegar para
algoritmos a decisédo sobre o fornecimento de atendimentos médicos (McCormick, 2021).

Ha de se concordar com ela, afinal, ao se normalizar a concepcao de que nao
somente é possivel, mas teoricamente preferivel ceder a competéncia de decisao aos
algoritmos, abdica-se da autonomia individual humana sob uma equivocada crenca de que
o algoritmo, por ter uma natureza matematica, ndo seria capaz de perpetuar o tratamento
discriminatoério. No entanto, os casos supramencionados demonstram o contrario desse
pensamento.

Na verdade, eles esclarecem que os algoritmos podem ser amplificadores da
discriminacdo, sujeitando as pessoas a situacdes de vulnerabilidade, como a negativa de
oportunidades, a exclusdo de servicos comuns e até obstaculos no acesso a justica
concreta. Um problema que mina, primordialmente, a liberdade do ser humano em escolher
0s seus proprios caminhos, objetivos e as perspectivas do que deseja ser em sua vida. Sao
interferéncias externas que desvalorizam o ser humano e suas capacidades, nao restando

duvida quanto ao desrespeito ao valor axioldgico da dignidade da pessoa humana.

CONSIDERAGOES FINAIS

Os modelos de Inteligéncia Artificial e os algoritmos sdo tecnologias que
atualmente participam do cotidiano das pessoas e podem provocar impactos sociais
negativos em suas vidas, pois hem toda a saida ou resultado de sua andlise representa

neutralidade ou justica.
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Observa-se que a discriminacao movida pelo algoritmo nao nasceu com ele. Sua
origem é humana, mas ela alcanga novas oportunidades de atuacdo ante a competéncia
analitica e generalizadora da tecnologia, capaz de manter a produgdo de resultados
desiguais e reforcar a exclusao de grupos sociais especificos. Embora o algoritmo seja, em
sua esséncia, um conjunto estruturado de instrucdes, constata-se que ele € fortemente
influenciado por escolhas humanas, o seu uso para a identificacdo de padrdes possibilita
que seres humanos sejam tratados como objeto, bem como a sua capa légica pode
conceber uma imagem equivocada de inquestionabilidade. Elementos que, conforme os
exemplos recolhidos, apontados e analisados no presente estudo, facilitaram o
enfraquecimento dos alicerces do valor-fonte dignidade, quais sejam, a autonomia, a
autodeterminacéo e o respeito.

Nesse contexto, uma vez que a dignidade humana € um principio base para o
reconhecimento de direitos, englobando a igualdade e a ndo discriminacido, e para a
manutencao da vida feliz do ser humano, torna-se, além de interessante, imperativo que ela
seja aplicada para a compreensdao da necessidade de rever o designio concedido aos
algoritmos e para servir de parametro de construcdo de qualquer modelo de Inteligéncia
Artificial.

Portanto, entusiastas e solicitantes de modelos de IA para a execucao de servicos,
incluindo tanto empresas privadas quanto instituicdes publicas, bem como os profissionais
que participam da idealizacdo e desenvolvimento dessa tecnhologia ndo podem se abster de
aplicar o principio. Sua atuagdo deve conduzir um olhar critico que nao se limite a
interesses econdmicos ou particulares, mas sim que envolva politicas de comprometimento
ético e responsavel com as solucdes tecnoldgicas. Nesse ponto, torna-se recomendavel,
diante dos casos de discriminagdo algoritmica que persistem ao longo dos anos,
estabelecer diretrizes normativas de governanca de algoritmos e de sistema automatizados,

balizados na dignidade humana, que garantam essa consciéncia ética.
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