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Abstract

This study explores Latin American university teachers’ perspectives on the pedagogical integration of artificial
intelligence (Al), particularly ChatGPT, within higher education contexts. Drawing on a mixed-methods
approach, data were collected from 130 participants through a validated survey instrument and follow-up semi-
structured interviews. The findings reveal a generally positive attitude toward Al as a pedagogical support tool,
particularly for automating routine tasks and generating educational content. However, the study also identifies
critical tensions—including epistemic insecurity, ethical concerns, and limited digital pedagogical training—
which hinder deeper, reflective use. Participants emphasize the urgent need for professional development
opportunities that promote critical algorithmic literacy, and not merely tool proficiency. This research highlights
the importance of situating Al integration within ethical, contextualized, and socially responsive frameworks
in teacher education. It calls for systemic efforts to rethink teacher training programs so that they empower
educators to navigate and critically engage with Al in ways that support equitable and human-centered learning

environments.
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Abstract

Este estudo explora as perspectivas dos professores universitarios latino-americanos sobre a integracdo pedagdg-
ica da inteligéncia artificial (IA), particularmente o ChatGPT, em contextos de ensino superior. Com base
em uma abordagem de métodos mistos, os dados de 130 participantes foram coletados por meio de um in-
strumento de pesquisa validado e entrevistas semiestruturadas de acompanhamento. Os resultados revelam
uma atitude geralmente positiva em relacdo a IA como ferramenta de apoio pedagégico, particularmente
para automatizar tarefas rotineiras e gerar conteiido educacional. No entanto, o estudo também identifica
tensdes criticas — incluindo inseguranca epistémica, preocupacdes éticas e treinamento pedagdgico digital
limitado — que impedem um uso mais profundo e reflexivo. Os participantes enfatizam a necessidade urgente
de oportunidades de desenvolvimento profissional que promovam a alfabetizacdo algoritmica critica, e ndo
apenas a proficiéncia na ferramenta. Esta pesquisa destaca a importancia de situar a integracdo da IA em
estruturas éticas, contextualizadas e socialmente responsivas na formacdo de professores. O estudo convoca
esforcos sistémicos para repensar os programas de formac3do de professores para que capacitem os educadores
a navegar e se envolver criticamente com a IA de maneiras que apoiem ambientes de aprendizagem equitativos

e centrados no ser humano.

Keywords: Ensino superior. Inteligéncia Artificial. Ensino universitdrio. Formacdo de professores. América
Latina.

Introduction

The emergence of generative artificial intelligence (Al) in the field of education has profoundly re-
configured debates on the teaching role, the nature of knowledge, and pedagogical models in higher
education. Tools such as ChatGPT, Copilot, or DALL-E have ceased to be objects of technologi-
cal curiosity and have become everyday instruments in planning, evaluation, and didactic mediation
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(Miao; Holmes, 2021; Holmes; Bialik; Fadel, 2019). This transformation raises urgent questions not
only about the pedagogical efficacy and utility of Al but also about its ethical, epistemological, and
political implications.

Globally, governments and educational institutions are promoting initiatives to incorporate Al into
teaching and learning processes, both as a tool to personalize education and to foster critical digital
citizenship (UNESCO, 2023; OECD, 2022). However, multiple researchers have warned that this
adoption cannot be reduced to a technocratic or instrumental process; it requires an understanding of
the social structures, algorithmic biases, and pedagogical tensions that Al introduces in educational
environments (Selwyn, 2019; Perrotta, 2024).

In the field of Al literacy, numerous studies highlight the need to prepare teachers and students
not only to operate technologies but also to critically analyze their functioning, their impact on
autonomy, and their contribution to more inclusive and just forms of knowledge (Long; Magerko,
2020; Yim; Wegerif, 2024). Nevertheless, teacher training efforts in Al have been fragmented and
uneven, especially in regions of the Global South such as Latin America, where digital infrastructure
conditions, educational policies, and institutional cultures present particular challenges (Cobo, 2016;
Reyes; Avello-Martinez, 2021).

Despite the growing number of publications on educational Al, a significant gap remains in under-
standing how Latin American university teachers experience this transformation: what practices are
they developing with Al? What opportunities and risks do they perceive? What structural and for-
mative aspects condition their pedagogical agency in the face of these technologies? These questions
are particularly relevant when considering that meaningful Al integration requires not only technical
competencies but also critical algorithmic literacy (Williamson; Eynon, 2020).

This study is situated at this intersection between technological innovation and educational jus-
tice. Through a mixed approach with Latin American university teachers in postgraduate training
programs, we analyze their beliefs, uses, challenges, and training needs in relation to Al. Unlike tech-
nocentric approaches, this research adopts a situated view, which understands technology as a social
phenomenon, traversed by power relations, institutional contexts and worldviews.

1.1 General objective
The study seeks to explore the perceptions, practices and training needs of Latin American university
teachers in relation to the use of artificial intelligence in their teaching contexts.

1.2 Specific objectives
= To identify the beliefs and attitudes of teachers regarding the use of Al in higher education.
= To analyze current experiences and strategies for incorporating Al into teaching practice.
= To examine the training and professional development needs for a critical and contextualized
integration of these technologies.

This article aims to provide empirical evidence and critical reflection for the design of more inclusive,
ethical, and relevant teacher training policies that respond to the contemporary challenges of higher
education, which are being transformed by automation, the datification of knowledge, and the dispute
over the meanings of education.

1.3 Artificial Intelligence in education: conceptual foundations and emerging trends
Artificial Intelligence (Al) refers to systems designed to perform tasks that typically require human
intelligence, such as language understanding, learning, and problem-solving (Russell; Norvig, 2010;
Harada, 2025). Its growing integration in education—referred to as Avrtificial Intelligence in Education
(AIED)—is transforming pedagogical approaches, administrative processes, and classroom interactions
(Luckin; Holmes, 2016; Xu; Ouyang, 2022). At the higher education level, tools such as ChatGPT,
Copilot, and automated feedback systems are being increasingly adopted as part of instructional
strategies and academic support.

Yet, Al in education is not merely a neutral technological advancement. It embodies specific
epistemological and political assumptions (Selwyn, 2019; Williamson; Eynon, 2020). Scholars warn
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that Al can reinforce technocratic and efficiency-oriented models of education, potentially marginal-
izing pedagogical practices grounded in humanistic, situated, and relational learning (Williamson;
Bayne; Shay, 2020; Perrotta, 2024). In this sense, understanding AIED demands a dual lens that sees
its potential for personalization and democratization, and its risks of automation, surveillance, and
depersonalization.

Moreover, a growing body of research positions Al literacy as a critical 21st-century competence,
comparable to traditional literacy and numeracy (Long; Magerko, 2020; Kandlhofer et al., 2016). Al
literacy is defined as the ability to understand, critically evaluate, and interact with Al systems in a
manner that is both ethical and informed. As Al becomes ubiquitous in educational and professional
settings, developing these literacies becomes essential for both students and educators.

1.4 Educators’ perceptions of Al: opportunities, ambivalences, and barriers

Existing literature reveals that educators hold ambivalent views on Al in the classroom. While many
recognize its potential to support administrative efficiency, enhance lesson planning, and personalize
student learning, they also express concerns regarding its impact on critical thinking, creativity, and
academic integrity (Holmes; Bialik; Fadel, 2019; Karatas; Ericok; Tanrikulu, 2025). These concerns
are especially pronounced in contexts where teachers face limited institutional support, insufficient
training, or unclear pedagogical frameworks for integrating responsible Al (Barbu; Sbughea, 2024;
Yue; Jong; Ng, 2024).

In Latin America, these ambivalences are shaped by persistent structural inequalities in infrastruc-
ture, digital literacy, and access to professional development (Cobo, 2016; Reyes; Avello-Martinez,
2021; Harada, 2025). University professors, in particular, often face a paradox: the growing pressure
to innovate using Al tools, coupled with the absence of clear guidelines or critical training to do
so. This leads to a fragmented adoption of Al, heavily reliant on individual initiative and shaped by
epistemic uncertainty.

Furthermore, several studies indicate that educators’ lack of confidence and understanding of Al's
inner workings is a critical barrier to its meaningful use (Schiavo; Businaro; Zancanaro, 2024; Mai
et al., 2022). This knowledge gap underscores the importance of Al teacher education programs that
extend beyond surface-level tool familiarity to a deeper, more comprehensive engagement with ethical
and pedagogical considerations.

1.5 Critical algorithmic literacy as professional competence

In response to these challenges, scholars increasingly advocate for the inclusion of critical algorithmic
literacy in teacher education (Williamson; Bayne; Shay, 2020; Akgun; Greenhow, 2022). This concept
encompasses three core dimensions:

= Technical literacy, or knowing how to operate Al tools.

= Epistemological literacy, or understanding the assumptions, limits, and consequences of algorithmic

decision-making.

= Ethical literacy, or assessing when, why, and under what conditions it is appropriate to use such

tools in educational contexts (Williamson, 2020).

This aligns with a transdisciplinary approach to Al literacy education, where educators are not
just passive users of Al systems but critical agents capable of interrogating and reimagining their
educational use (Chiu; Sanusi, 2024). For example, arts-based and collaborative learning pedagogies
are being explored to facilitate age-appropriate, culturally relevant, and ethically aware engagement
with Al (Yue; Jong; Ng, 2024; Evangelidis et al., 2024). These approaches challenge the techno-
solutionist view that technological adoption inherently equals educational improvement (Bulathwela
et al., 2024).

From this perspective, teaching with and about Al becomes a space for political and ethical
formation, particularly relevant in higher education, where students are developing their civic and
professional identities. Therefore, algorithmic literacy must be framed not only as a functional skill
but as a critical pedagogical practice embedded in larger questions of equity, agency, and social justice.
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1.6 Teacher professional development in the Al era: between technological integration and

critical agency

Traditional models of teacher professional development—centered on updating content knowledge or
acquiring discrete technical skills—are insufficient in the age of Al. The complex and evolving nature
of Al demands a reconfiguration of what it means to be a teacher: not just a knowledge transmitter,
but a reflective practitioner navigating the socio-technical landscape of automated decision-making
(Zawacki-Richter et al., 2019; Shah, 2023).

Frameworks such as TPACK (Technological Pedagogical Content Knowledge) and TAM (Tech-
nology Acceptance Model) have been utilized to investigate teachers’ competencies and attitudes
toward Al (Koehler; Mishra, 2009; Davis, 1989; Chaipidech et al., 2022). While TPACK highlights
the intersections of disciplinary knowledge, pedagogy, and technology, TAM focuses on perceived
usefulness and ease of use as key determinants of technology adoption. However, critics argue that
these models must be expanded to include dimensions of critical consciousness, social influence, and
facilitating conditions (Venkatesh; Thong; Chan, et al., 2011; Sharma; Singh, 2024), especially in
under-resourced and structurally unequal settings, such as many higher education systems in Latin
America.

Teacher agency in this context is the ability to not only choose or reject tools but also to shape
the terms and conditions of their integration. As such, professional development programs must:
= Promote ethical reflection on the implications of Al for educational justice.
= Foster communities of practice and collaborative inquiry among educators (Galdn-Rodriguez; Bobadilla-

Pérez; Barros-Grela, 2025).

» Encourage educators to co-create pedagogical strategies grounded in local needs and values (Cobo,

2016; Dilek; Baran; Aleman, 2025).

This shift repositions educators not as passive adopters of innovation, but as critical designers of
pedagogical futures—a particularly urgent task in the face of growing automation, standardization,
and commodification of educational processes.

1.7 Integrative Theoretical Models: TPACK and UTAUT in understanding teachers’ adop-

tion of Al

Two of the most widely used theoretical frameworks to analyze technology adoption and pedagogical
integration among teachers are the TPACK model and the Unified Theory of Acceptance and Use
of Technology (UTAUT). Both models provide complementary perspectives for understanding how
educators engage with Al tools in higher education, particularly in relation to their pedagogical design,
perceived usefulness, and contextual constraints.

The TPACK model (Koehler; Mishra, 2009) expands on Shulman’s (1986) concept of pedagogical
content knowledge by incorporating a technological dimension. It posits that effective technology
integration requires the dynamic interaction among three knowledge domains: Content Knowledge
(CK), Pedagogical Knowledge (PK), and Technological Knowledge (TK). The intersection of these
domains results in an integrated understanding that allows teachers to design meaningful and con-
textually appropriate learning experiences. Empirical studies have demonstrated that teachers with
well-developed TPACK are more capable of adapting Al tools—such as automated feedback systems
or intelligent tutoring platforms—to their disciplinary and pedagogical goals (Ning et al., 2024; Chaipi-
dech et al., 2022). However, developing TPACK competencies requires sustained professional learning
opportunities, institutional support, and reflective practice (Zawacki-Richter et al., 2019).

The UTAUT model (Venkatesh; Morris, et al., 2003; Venkatesh; Thong; Chan, et al., 2011)
synthesizes earlier models of technology acceptance (e.g., TAM and TRA) into a comprehensive
framework that explains users’ behavioral intention to adopt technology. It identifies four key deter-
minants: Performance Expectancy, Effort Expectancy, Social Influence, and Facilitating Conditions.
These factors are moderated by variables such as age, gender, experience, and voluntariness of use. In
educational contexts, UTAUT has been widely employed to examine how teachers’ perceptions of Al
tools’ usefulness and ease of use, as well as institutional culture and peer norms, affect their adoption
behaviors (Teo; Noyes, 2014; Sharma; Singh, 2024).
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Recent studies have proposed UTAUT2, an extended version that includes additional constructs
such as Hedonic Motivation and Habit (Venkatesh; Thong; Xu, 2012), which are particularly relevant
for understanding the affective and habitual aspects of Al use among educators. For example, positive
emotional engagement with Al applications can enhance teachers’ willingness to experiment with new
pedagogical strategies, whereas institutional constraints may hinder sustained adoption (Schiavo;
Businaro; Zancanaro, 2024).

Integrating TPACK and UTAUT offers a holistic analytical lens for studying teachers’ relationships
with Al: TPACK addresses the knowledge-based and pedagogical integration dimension, while UTAUT
focuses on behavioral and contextual determinants of adoption. Combining these perspectives allows
for a richer understanding of how teachers develop professional agency in technologically mediated
environments—an issue particularly salient in Latin American higher education, where digital divides,
institutional inertia, and resource limitations influence teachers’ engagement with innovation (Reyes;
Avello-Martinez, 2021; Cobo, 2016).

Methodology

2.1 Research design
This study employs an exploratory sequential mixed design (Creswell; Plano Clark, 2017), which
combines quantitative and qualitative methods to understand the perceptions, practices and training
needs of university teachers regarding the use of Al in higher education settings in Latin America.
This methodological strategy was chosen for its ability to generate an integrated understanding of
the phenomenon, allowing for the analysis of general trends through questionnaires and to deepen the
meanings through qualitative interviews.

From the quantitative approach, data were collected through an adapted structured questionnaire,
with the aim of identifying patterns of use, attitudes, perceived risks and training gaps. Subsequently,
semi-structured interviews were conducted to explore in greater depth the experiences, tensions and
expectations around Al in teaching.

The theoretical framework guiding the study design is dual:
= The UTAUT model (Venkatesh; Thong; Chan, et al, 2011) allows us to analyze the factors

affecting intention to use technologies, including performance expectancy, effort expectancy, social

influence, and facilitating conditions.
= The TPACK model (Koehler; Mishra, 2009), which enriches interpretation by considering the type
of teaching knowledge needed to integrate technology pedagogically.

Both models were used both to design instruments and to guide the analysis and interpretation
of the findings.

2.2 Participants and sampling
To achieve the research objectives, participant selection was carried out in two stages. In the first
stage, corresponding to the administration of the questionnaire, a non-probabilistic purposive sampling
strategy with self-selection was employed. An open invitation was distributed through institutional
mailing lists and professional academic networks to university teachers in Colombia, Mexico, Peru,
and Ecuador (Patton; McKegg; Wehipeihana, 2015).

In addition to this initial criterion, participants were required to be currently enrolled in a post-
graduate program in university teaching and to have previous experience with Al technologies. This
ensured a consistent level of professional expertise and commitment to improving educational practice.

The final sample consisted of 130 university teachers. Participation was voluntary and based on
informed consent.

In the second stage, corresponding to the qualitative phase, a non-probabilistic purposive subsam-
ple of 18 participants was intentionally selected from the pool of 130 survey respondents to enrich
and deepen the quantitative data obtained from the questionnaire.

To ensure diversity and the richness of testimonies, participants were selected to represent different
levels of Al usage (low, medium, and high), types of institutions (public and private universities), and
disciplinary fields (education, social sciences, humanities, engineering, health, and natural sciences).
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2.3 Data collection instruments

2.3.1 CPDUChatGPT Questionnaire
The questionnaire used was an adapted version of the Questionnaire for Teachers: Perceptions on the
Use of ChatGPT in Higher Education (CPDUChatGPT), originally developed by Orellana, Cordero,
and Espinoza (2025). The adaptation included:
= Review by experts in higher education and emerging technologies.
= Lexical and semantic adjustments to ensure relevance in Latin American contexts.
= Pilot test with 15 teachers, the results of which were used to refine ambiguous items.

The questionnaire was structured in 23 Likert-type items (1 = Strongly disagree, 5 = Strongly
agree), distributed in three dimensions:
= Use of ChatGPT in the university classroom.
= Perceptions about benefits and risks of Al.
= Training needs for critical integration.

Internal consistency analysis yielded acceptable reliability coefficients (Cronbach's = 0.83 for the
total scale; subscale alphas ranging from 0.78 to 0.86). Construct validity was verified through ex-
ploratory factor analysis (EFA), confirming the three-dimensional structure aligned with the theoretical
framework derived from TPACK and UTAUT.

Descriptive analysis of the responses revealed moderate levels of Al use (M = 3.1, SD = 0.9),
positive perceptions of its potential (M = 3.8, SD = 0.7), and high recognition of training needs
(M = 4.5, SD = 0.6). These findings informed the development of the qualitative interview guide,
ensuring that the subsequent phase deepened emerging issues such as ethical concerns, pedagogical
integration, and institutional barriers.

2.3.2  Semi-structured interviews

An interview guide comprising 10 open-ended questions (Appendix A) was designed, drawing inspi-

ration from previous studies on Al integration in education (Yue; Jong; Ng, 2024; Cabero-Almenara

et al., 2023). Interviews were conducted via video call, with an average duration of 40 minutes. The

sessions were recorded with informed consent, transcribed verbatim and sent to the participants for

validation (member checking).
Data collection procedures included:

1. Distribution of the questionnaire using Google Forms, with individual access and without collecting
personal identifiers.

2. Preliminary analysis of quantitative results with SPSS.

3. Selection of participants for interviews based on their level of Al use and disciplinary diversity.

4. Conduction of interviews using Zoom or Meet, focusing on experiences, barriers, ethical dilemmas,
and training needs.

5. Triangulation of data by cross-comparison of quantitative and qualitative findings.

2.4 Ethical aspects
The ethics committee of the coordinating institution approved the study. All participants signed
an electronic informed consent form, which guaranteed confidentiality, anonymity, and the right to
withdraw at any time. The ethical principles established by the Declaration of Helsinki and national
standards for educational research were adhered to.

2.5 Data analysis

2.5.1 Quantitative analysis
Descriptive statistics (means, frequencies, standard deviations) were applied using SPSS. Bivariate
correlations between variables, such as positive perception, experience with Al, and the need for
training, were also explored to inform questions in the qualitative phase.

2.5.2 Qualitative analysis
The thematic analysis method of Braun and Clarke (2006) was applied, with the following phases:
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Familiarization with the data.

Initial open coding.

Axial coding and grouping by categories.

Definition of themes.

Review and validation through inter-rater comparison and participant validation.

AR S

To ensure transparency and methodological rigor, the coding process followed both inductive
and deductive logics. Initially, open codes were generated inductively from participants’ narratives,
capturing recurring ideas and patterns. These codes were then reviewed and clustered into axial
categories, which were contrasted with the analytical dimensions derived from the UTAUT and TPACK
frameworks. To enhance reliability, two independent researchers conducted parallel codings, reaching a
Cohen's Kappa coefficient of 0.82. Discrepancies were resolved through discussion until full agreement
was achieved. Additionally, the emerging thematic map was shared with three participants for feedback
and conceptual validation.

Atlas.ti software was used to support coding. The emerging categories were subsequently aligned
with the dimensions of the UTAUT model to strengthen the interpretative framework.

3 Findings
This section presents the findings organized around the main axes that emerged from the analysis of
quantitative and qualitative data. Statistical frequencies are combined with textual quotations from
the interviews, which allows us to offer an integrated, coherent, and rich reading of the phenomenon.
Through this triangulation, structural tensions, emerging practices, and formative horizons around the
use of Al in Latin American university education are identified.
What is the current level of use of Al tools in university teaching practice? (Figure 1).

University Faculty Use Of Generative Al Tools

70—
60—
= -
50
40
30
207
10 )
~ A A
0=
0
Used at least once Frequent use

Figure 1. University faculty use of generative Al tools.
Source: Own elaboration.

Theme 1: Initial exploration and sporadic use

The quantitative analysis reveals that 67% of teachers have used generative Al tools at least once,

with ChatGPT being the most used tool. However, only 22% report frequent use, defined as once a
week or more. This gap indicates an exploratory use, driven more by curiosity than by a systematic
integration into pedagogical practices.

“| tried it to design rubrics and correct texts, but | do not feel confident to use it on a regular basis
in my classes” (Humanities teacher).

Theme 2: Instrumental functionality vs. pedagogical integration

The reported uses are concentrated on instrumental functions, such as writing objectives, grammar
review, and questionnaire design. Only a minority reported using it in direct didactic activities with
students.
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“Al helps me prepare my classes faster, but | don't know if that improves the teaching itself” (Social
sciences teacher).

Theme 3: Increasing dependence of students

Teachers point out that some students use Al to solve tasks mechanically, without appropriation of
the content. This worries those who perceive a dissonance between technological efficiency and deep
learning.

“My students became dependent. | ask them for a reflection and they give me impeccable texts, but
they cannot explain” (Engineering teacher).

Question 2: How do university teachers perceive the benefits and risks of using Al in education?

Theme 4: Positive assessment with ethical reservations

Seventy-six percent of teachers believe that Al can improve teaching if used in conjunction with
pedagogical criteria. Interviews highlight efficiency in creating materials, personalizing learning, and
automating repetitive tasks (Figure 2).

Ethical Concerns About Al in Education

Figure 2. Ethical concerns about Al in education.
Source: Own elaboration.

“It is an opportunity to focus more on the human and less on the bureaucracy of teaching” (Health
sciences professor).

However, this assessment coexists with ethical concerns: 82% express concern about learner
autonomy, and 68% fear encouraging plagiarism or technological dependence.

“I feel that Al forces us to rethink what learning really means. It's not just doing homework, it's
constructing meaning” (Education teacher).

Theme 5: Perception of deprofessionalization

A recurring concern is the possible erosion of the teaching role as curator of knowledge and
pedagogical guide.

“If everything is done by the machine, what role is left for us as trainers?” (Social sciences teacher).
Question 3: What formative needs do teachers identify to integrate Al critically and effectively?

Theme 6: Structural training gap

Eighty-nine percent of teachers state that they have not received formal training on the pedagogical
use of Al. This absence is presented as a structural obstacle to progress in technological
appropriation. Most express an urgent need for professional training beyond superficial technical use.
“l want to understand what is behind these tools, how they work and how they relate to knowledge”
(Engineering teacher).
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Theme 7: Demand for critical training

The demand for training is not limited to operational competencies. Ninety-two percent of
respondents expressed interest in training with a critical approach, focusing on ethics, epistemology,
and pedagogical design in the context of Al.

“We don't need tutorials, we need spaces for reflection, where we can think about how to educate
with these technologies” (Social sciences teacher).

The most requested topics include:

= Automated assessment and its pedagogical validity.

= Design of activities with Al.

= Ethical dilemmas and responsible use.

Critical algorithmic literacy (Figure 3).

Training Needs for Al Integration
100 /

0 A— r——

Mo formal training Demand for critical
training

Figure 3. Training needs for Al integration.

Source: Own elaboration.
Question 4: What structural and institutional conditions hinder or encourage Al integration?

Theme 8: Insufficient enabling conditions

Several participants expressed a lack of institutional support and clear policies. Many stated that
exploration with Al is self-taught and not part of planned institutional strategies.

“Here we use Al because we want to, not because the university encourages it. There are no
guidelines, no incentives, no training” (Education teacher).

Theme 9: Inequality in access and innovation

Gaps are identified between private and public institutions, as well as between disciplines. Some
careers have environments that are more open to innovation, while others face bureaucratic barriers
and little investment in educational technology.

“In my faculty we are still fighting for projectors. Talking about Al sounds like science fiction"
(Humanities teacher).

Theme 10: Institutional culture resistance to change

Some faculty members perceive a cultural resistance to the use of Al, expressed by both colleagues
and managers, who associate the technology with superficiality, the replacement of human
functions, or a threat to academic quality.

“| have heard colleagues say that using Al is ‘cheating,’ as if it cannot be used critically” (Health
sciences professor).
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3.1 Synthesis and triangulation of findings
The data show a constant tension between the pedagogical potential of Al and the challenges presented
by its responsible integration. While a majority of teachers recognize its benefits and demand training,
legitimate fears related to ethics, autonomy, and pedagogical sense also emerge.

The triangulation reveals a clear pattern: the intention to use it is high, but institutional conditions,
lack of critical training, and ethical ambivalence limit its effective implementation. This observation
aligns with what has been noted in similar contexts in the Global South (Yim; Wegerif, 2024; Shah,
2023), where technological innovation is often shaped by structural inequalities.

Discussion

4.1 Artificial Intelligence as an emerging pedagogical dilemma in Latin American universities
The results of this study allow us to identify a structural ambivalence in the relationship between
Latin American university teachers and artificial intelligence. On the one hand, its potential to enrich
teaching and learning processes through automation, content generation, and personalized feedback
is recognized. On the other hand, ethical, epistemological, and pedagogical concerns arise from its
unregulated or decontextualized use, which has also been documented in recent research (Selwyn,
2019; Knox, 2020; Miao; Holmes, 2021).

This tension is not limited to a resistance to change, but reflects a deeper conflict about the mean-
ing of educating in algorithmic times. As Yim and Wegerif (2024) point out, Al in education raises
not only instrumental issues but also questions of agency, legitimacy of knowledge, and conditions of
teacher and student subjectification.

Teachers perceive that, although Al can alleviate the operational burden, its uncritical use could
promote a culture of dependency, impoverish students' cognitive competencies, and blur formative
processes that require dialogue, uncertainty, and divergent thinking. This view aligns with Perrotta’s
(2024) findings on the risk of teacher deprofessionalization in contexts of technological adoption
without pedagogical orientation.

4.2 Training gaps and the challenge of critical literacy
One of the most compelling findings of this study is the cross-cutting demand for teacher training
in Al. Ninety-two percent of the participants expressed interest in training processes that focused
not only on technical skills, but also on ethical, political, and pedagogical frameworks to critically
understand the role of these technologies in teaching.

This suggests that the gap is not merely technical, but epistemological and political. As Williamson
and Eynon (2020) have argued, authentic algorithmic literacy requires teachers to understand how
algorithms are configured, the biases they reproduce, the corporate interests that drive them, and the
effects they have on knowledge production.

From this approach, the TPACK model is limited if it is not articulated with a critical perspective
on the power of technology in teaching processes. Meaningful integration of Al requires knowing
how to use it, as well as asking what its purpose is, with what formative objectives, and under what
structural conditions.

4.3 Institutional conditions and structural inequalities
Qualitative data indicate that the critical appropriation of Al depends not only on individual teachers’
willingness but also on institutional conditions, including training policies, access to infrastructure,
school culture, and technical and pedagogical support. This structural dimension has also been high-
lighted by studies in Global South contexts (Shah, 2023; Cobo, 2016), where emerging technologies
can reproduce pre-existing inequalities.

Particularly relevant to this study is the context of Latin American teachers working in university
systems that are often precarious, characterized by digital divides, rigid curricula, and limited autonomy
for pedagogical innovation. In this context, Al does not appear as a magical solution, but as a new
territory of pedagogical, cultural, and political dispute.
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4.4 Implications for educational policy and teacher education

This study identifies concrete lines of action for educational institutions, policy makers, and teacher

educators in higher education:

= Redesign continuing teacher education to include critical Al literacy as a structural axis, integrating
technical, pedagogical, ethical, and sociopolitical dimensions.

= Promote clear institutional frameworks for Al use that protect authorship, data privacy, and teacher
autonomy, avoiding unregulated implementation.

= Develop interdisciplinary communities of practice where teachers can experiment, reflect, and build
collective knowledge on the integration of emerging technologies.

= Strengthen public policies for technological equity, guaranteeing access, connectivity, and support
in all regions, especially in public institutions and marginalized areas.

= Incorporate the teachers’ perspective in the design of Al tools and policies, recognizing their situated
experience and active role in the configuration of teaching-learning processes.

4.5 Limitations of the study

This study has some limitations that should be considered when interpreting the results:

= The sample is composed exclusively of teachers linked to graduate programs, which may imply a
bias toward profiles with greater cultural capital and innovative disposition.

= The data are based on self-reports (questionnaires and interviews), which could imply a certain
degree of social desirability or perception bias.

= The analysis focuses on perceptions and does not include direct observation of teaching practices
or longitudinal study of the actual use of Al in classroom contexts.

= The regional focus, centered on Latin America, limits generalization to other cultural or institutional
contexts, although it provides situational depth and relevance.
Future studies could incorporate ethnographic methods, analysis of actual classroom practices, or

comparative studies across regions and educational levels.

5 Conclusions
This study contributes to understanding how Latin American university teachers position themselves
in the face of the advance of artificial intelligence in higher education. Through a mixed approach,
the research identified ambivalent values, critical formative needs, and epistemological tensions that
shape their experience with generative technologies, such as ChatGPT.

Far from a technophobic rejection or naive acceptance, the findings reveal that teachers require
frameworks of meaning, spaces for reflection, and institutional support to integrate Al in an ethical,
contextualized, and pedagogically sound manner.

Critical algorithmic literacy is proposed as the structuring axis of teachers’ professional development
in digital times. This not only implies teaching how to use tools, but also how to understand their
logics, question their biases, design meaningful practices, and make educational decisions with critical
awareness.

Integrating Al in higher education cannot be a technocratic response. It must become an oppor-
tunity to revalue the teaching agency, rethink the curriculum, democratize access to knowledge, and
renew the commitment to a more just, humanizing, and situated education for the challenges of the
21st century.
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A SEMI-STRUCTURED INTERVIEW GUIDE

Study: Perceptions and training needs of Latin American university teachers on the use of Al in

education

Suggested duration: 30-45 minutes

Participants: Subsample of 15-20 teachers who have answered the questionnaire

Block 1: Experiences and context.

1. Have you ever used an artificial intelligence tool in your teaching practice? Which one and for
what purpose?

2. How would you describe your current level of familiarity with Al in the educational context?

Block 2: Perceptions and Beliefs

3. What are your thoughts on the use of tools like ChatGPT in university teaching?

4. What potential benefits do you see in integrating Al into your classes?

5. What do you consider to be the most important risks or challenges of using Al in education?

Block 3: Teaching practice

6. Could you share a concrete experience in which you have used (or considered using) Al in your
teaching?
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7. Have you observed changes in the way students interact with knowledge or with your classes
since these tools became available?

Closing

8. Is there anything else you would like to share about your experience or expectations regarding the
use of Al in your teaching?

INFORMED CONSENT FOR RESEARCH PARTICIPATION

Title of the study:

Teachers and Artificial Intelligence: Uses, Dilemmas, and Training Needs in Latin American Higher

Education

Responsible researcher:

[Full name]

[Institutional e-mail].

Description of the study:

You are being invited to participate in research that aims to explore the perceptions, experiences and

training needs of Latin American university teachers in relation to the use of artificial intelligence

(Al) in higher education. Your participation is voluntary and consists of completing a questionnaire

and, optionally, participating in an interview.

Confidentiality:

All information provided will be treated confidentially. Your identity will not be disclosed in any

publication, and data will not be shared with third parties.

Risks and benefits:

There are no physical or psychological risks associated with this research. It is hoped that your

participation will contribute to a better understanding of teaching practices in contexts of

technological transformation.

Consent:

= | have been informed of the objectives, procedures and conditions of this study.

= | understand that my participation is voluntary and that | may withdraw at any time.

= | agree to participate in this study and authorize the anonymous use of the information provided.

Participant’s name:

Signature:

Date:
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